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ABSTRACT: A new combat strategy that enables coordinated operations of gliding aircraft clusters for multi-target strikes imposes 
higher demands on the coordination, real-time responsiveness, and strike accuracy of gliding aircraft clusters. Due to the high speed 
and large inertia characteristics of gliding aircraft, traditional trajectory planning methods often face challenges such as long com-
putation times and difficulty in responding to dynamic environments in real-time when dealing with large-scale gliding aircraft 
clusters. This paper proposes a distributed cooperative trajectory planning method for multi-target strikes by gliding aircraft clusters 
to address this issue. By introducing a multi-objective distributed real-time trajectory planning approach based on Multi-Agent 
Deep Deterministic Policy Gradients (MADDPG), the gliding aircraft execute distributed cooperative trajectory planning based on 
the trained model. Due to its robust real-time performance, the gliding aircraft do not need to recalculate trajectories for different 
initial positions of the cluster. Simulation results show that the average error between the gliding aircraft cluster and the target point 
is 2.1 km, with a minimum error of 0.06 km and a hit rate of 96.6%, verifying the significant advantages of this method in real-time 
planning capability and strike accuracy. 

Keywords: Gliding aircraft cluster; Trajectory planning; Multi agent-deep deterministic policy gradient; Distributed collaboration 
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1. Introduction 

Gliding aircraft are launched by rocket boosters or lifted to a certain altitude or operational area by other carriers. 
Then, they utilize aerodynamic principles to begin unpowered gliding outside the Earth’s atmosphere, ultimately en-
gaging in target strikes or landing. Gliding aircraft have advantages in speed and maneuverability and possess the ca-
pability to execute long-range missions and penetrate air defense systems. Early gliding aircraft generally performed 
single-mission operations. However, as military technology has advanced, the traditional ‘one-on-one’ combat mode 
for gliding aircraft has become increasingly difficult to handle more challenging missions [1]. The new combat mode 
adopts gliding aircraft clusters, engaging in point-to-point coordinated operations. Compared to the traditional ‘one-on-
one’ combat mode, this method offers multiple advantages: rapid dynamic clustering based on real-time battlefield 
conditions, executing different tasks for different targets, providing diversity in combat strategies; the gliding aircraft 
can strike targets simultaneously, greatly improving strike efficiency and battlefield coverage; due to the large number 
and diverse routes of the cluster, it increases the difficulty of the enemy’s defense; the deterrence power of cluster 
attacks far exceeds that of traditional ‘one-on-one’ methods, creating greater strategic pressure on the enemy; even if 
some aircraft are intercepted or malfunction, other aircraft can continue the mission, ensuring the continuity and relia-
bility of the operation. Based on these advantages, the real-time dynamic clustering and intra-cluster distributed space-
time cooperative guidance architecture of gliding aircraft clusters can enhance penetration probability and achieve pre-
cise, synchronized strikes. 

Gliding aircraft represent a category of vehicles, exemplified by missiles, spaceplanes, airdrop gliders, and re-entry 
vehicles. As shown in Figure 1, they differ from traditional powered aircraft in that they are unpowered and have high 
cruising speeds, making timely adjustments to their flight trajectories challenging. Therefore, real-time planning of 
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feasible trajectories for clusters of gliding aircraft becomes an essential prerequisite for coordinated control and precise 
landing [2]. In the static task space, the multi-gliding aircraft cooperative problem is a typical trajectory planning prob-
lem under complex constraints [3]. In recent years, some scholars have conducted research on trajectory planning meth-
ods for clusters or formations. Reference [4] discusses the overall ‘resilience’ requirements of clusters and swarm-based 
agents such as UAVs. Reference [5] proposed a multi-aircraft collaborative trajectory planning method based on an 
improved Dubins-RVO method and symplectic pseudospectral method, which can generate feasible trajectories and 
achieve high-precision tracking in complex environments. Reference [6] addressed the path planning problem for multi-
UAV formations in a known environment using an improved artificial potential field method combined with optimal 
control techniques. Reference [7] investigated the use of an improved grey wolf optimizer algorithm to solve the multi-
UAV cooperative path planning problem in complex confrontation environments. It is evident that most of these studies 
focus on unmanned aerial vehicles, with few dedicated to trajectory planning for gliding aircraft clusters based on their 
specific characteristics. Moreover, traditional trajectory planning methods often entail long computation times and pre-set 
trajectories that struggle to adapt to dynamic environments, leading to delayed responses and low damage efficiency in 
gliding aircraft clusters. Due to current onboard computing capacity limitations, trajectory optimization should be consid-
ered in an offline state [8,9]. Deep Reinforcement Learning offers an innovative solution for multi-objective cooperative 
trajectory planning for gliding aircraft clusters, enhancing aircraft clusters. coordination and combat capabilities. 

 

Figure 1. Gliding aircraft. 

Traditional deep reinforcement learning methods are mostly applied to individual learning tasks, such as value 
function-based reinforcement learning methods [10,11] and policy search-based reinforcement learning methods [12–
16]. There is already a considerable amount of research applying deep reinforcement learning to trajectory planning 
tasks for individuals. Reference [17] addressed the three-dimensional path planning problem for UAVs in complex 
environments using a deep reinforcement learning approach. Reference [18] optimized UAV trajectory and UAV-TU 
association using a double deep Q-network algorithm to enhance system performance and quality of service in mobile 
edge computing networks. Reference [19] studied Artificial Intelligence methods and key algorithms applied to UAV 
swarm navigation and trajectory planning. Reference [20] studied a method based on explainable deep neural networks 
to solve the problem of autonomous navigation for quadrotor UAVs in unknown environments. However, this study 
focuses on trajectory planning for a cluster of multiple gliding aircraft. Some scholars have already applied deep rein-
forcement learning methods for multi-agent collaboration to trajectory planning. Reference [21] proposed a STAPP 
method based on a multi-agent deep reinforcement learning algorithm to simultaneously solve the target assignment 
and path planning problems for multiple UAVs in dynamic environments. Reference [22] proposed a multi-layer path 
planning algorithm based on reinforcement learning, which improves UAV path planning performance in various en-
vironments by combining global and local information. Reference [23] used a multi-agent reinforcement learning ap-
proach to solve the problem of flexible data collection path planning for UAV teams in complex environments. 

Accordingly, this paper proposes a multi-objective cooperative trajectory planning method for gliding aircraft clus-
ters based on Multi-Agent Deep Deterministic Policy Gradients (MADDPG), utilizing the three degrees of freedom of 
gliding aircraft, and designing a reward function with initial constraints, terminal constraints, real-time path constraints, 
and collision avoidance. This method can plan feasible flight trajectories in real-time for each unit in the gliding aircraft 
cluster, achieving coordinated multi-aircraft strikes.  
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2. Problem Statement 

Illustrated in Figure 2 is the working principle of a gliding aircraft, divided into four main stages: 

1. Boost Phase: In this stage, the aircraft relies on its propulsion system to accelerate and ascend. This phase typically 
involves the aircraft gaining initial speed and altitude, ensuring it can enter the subsequent gliding flight phase. 

2. Inertial Phase: The aircraft enters the inertial phase after the boost phase. During this stage, the propulsion system 
has ceased operation, and the aircraft continues to ascend or maintain speed through inertia. 

3. Glide Phase: The glide phase is the primary flight stage of the aircraft, where it utilizes its aerodynamic design to 
glide without power. This phase usually covers a long distance, and the aircraft can adjust its attitude to alter its 
trajectory, achieving greater maneuverability and stealth. 

4. Dive Phase: The dive phase begins with a rapid descent towards the target. This phase is typically aimed at in-
creasing attack speed, enhancing the element of surprise, and reducing the likelihood of interception by enemy 
defense systems. 

 

Figure 2. The working principle of the gliding aircraft. 

In the various flight phases of a gliding aircraft cluster, trajectory planning during the glide phase is relatively more 
important. First, the glide phase typically involves long-distance flight, where each aircraft in the cluster must adjust its 
trajectory based on the overall mission objectives and tactical requirements to avoid collisions and reach the target. 
Second, since the aircraft no longer relies on a propulsion system during this phase, trajectory planning must take into 
account the effective management of energy. Finally, the trajectory planning in the glide phase directly affects the 
accuracy of the gliding aircraft’s distance to the target at the terminal moment, thereby creating conditions for success 
in the final strike phase (such as the dive phase). 

3. Gliding Aircraft Model and Trajectory Constraints 

3.1. Gliding Aircraft Model 

This paper primarily focuses on trajectory planning during the gliding phase. Real-time responsiveness is a key 
consideration in the design and trajectory planning of gliding aircraft. Due to the high-speed characteristics of the air-
craft, their motion states may undergo significant changes within an extremely short period. Hence, a model capable of 
rapid adaptation and computation is necessary to ensure the accuracy of trajectory planning. We have employed a 3-
DOF model for the trajectory planning of gliding aircraft. This choice is primarily based on the high cruising speed 
characteristics of the gliding aircraft and the high demand for real-time computation of trajectories. Compared to more 
complex models with higher degrees of freedom, the 3-DOF model reduces computational load, allowing trajectory plan-
ning to be completed in a shorter time frame, thus meeting the real-time response requirements of gliding aircraft in 
dynamic environments. Each aircraft within the gliding aircraft cluster is established based on the following 3-DOF model: 
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where [ , , ]x y z  represents the position of each gliding aircraft in the cluster; [ , , ]wx wy wz  represents the wind speed 

components along the x, y, and z axes, respectively; xyv  denotes the horizontal velocity of each gliding aircraft; zv  

represents the vertical velocity of each gliding aircraft, which in this study is assumed to be constant as the aircraft are 
unpowered;   indicates the yaw angle of each gliding aircraft;   denotes the angular acceleration of each gliding 

aircraft; and u  represents the control input during flight, which in this study is set as angular acceleration. 

3.2. Trajectory Constraints 

The trajectory constraints of the gliding aircraft cluster determine the optimization direction of each vehicle’s tra-
jectory planning method. Based on the mission characteristics of the gliding aircraft, the trajectory constraints should 
first include initial constraints and terminal constraints. The initial constraints for each individual in the gliding aircraft 
swarm are represented as follows: 
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where 0t  represents the initial time of the gliding aircraft’s mission; [𝑥, 𝑦, 𝑧] represents the initial position of the 

individual vehicle; and 𝜑 represents the initial yaw angle of the individual vehicle. 
The terminal constraints for each gliding aircraft are as follows: 
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where ft  represents the terminal time;    ,f fx t y t    represents the terminal position of the individual gliding air-

craft. This paper assumes 0 0z  , so the value of ft  is determined by the initial altitude 0z  and the vertical velocity 

zv . Equation (3) indicates that if the vertical velocity is constant, the terminal time is also a fixed value. 

In the trajectory planning model for the gliding aircraft cluster, the reward function for each aircraft needs to 
consider not only the terminal constraints but also real-time path constraints, control input constraints, and collision 
avoidance within the cluster. The reward function will be designed based on these constraints. 

4. Method 

4.1. Reward Function 

The reward function is crucial in cooperative trajectory planning for gliding aircraft clusters. Its primary purpose 
is to provide a quantified evaluation for the start, end, and every action step during the mission execution, guiding the 
gliding aircraft to make optimal decisions. The real-time reward focuses on guiding gliding aircraft towards the target 
point at each step and ensuring they precisely reach the target at the stipulated moment. The real-time path reward 
should be considered first: 
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where tD  represents the horizontal distance between the system in tS  state and the target point [ , ]f fx y ; d  repre-

sents real-time path constraint, which is the absolute error value between the remaining flight distance of the parafoil 
system in the tS  state and the horizontal distance from the target point. zv  is the vertical velocity of a high-speed 

gliding aircraft, and xyv  is the horizontal velocity. 

The real-time reward value should also consider the constraints of the control input: 

'1 | | | |u t t tr a a a     (7)

where ur  represents the real-time control input constraint, which needs to consider both the absolute value of the con-

trol input and its fluctuation frequency. Therefore, the real-time reward value can be described as follows: 

1 2t d ur K r K r     (8)

where 1K  and 2K  are weight coefficients. 
The terminal reward value focuses on the accuracy with which the aircraft reaches the predetermined target point 

at the end of the trajectory planning task. This paper calculates this reward based on the final distance between the 
aircraft and its target point. Higher rewards are given when the aircraft accurately reaches or approaches the target point: 
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where [ , ]tf tfx y  represents the final landing position of the gliding aircraft, fD  represents the terminal error to be 

minimized in the trajectory planning; K  and M  are constants, with M  typically being negative. To prevent the 
terminal reward fr  from being diluted by the cumulative value of the real-time reward tr , K  should be adjusted in 

conjunction with the value of   and tailored according to the specific task requirements. 

The collision avoidance reward is designed to encourage gliding aircraft to maintain a safe distance from each 
other during the mission and to ensure they stay within the designated mission area. If a collision occurs between 
vehicles or if they go beyond the mission area, a negative reward ar  is given. 

4.2. Deep Deterministic Policy Gradient 

The Deep Deterministic Policy Gradient (DDPG) algorithm is a deep reinforcement learning method specifically 
designed for complex problems with continuous action spaces [24]. The structure of DDPG is shown in Figure 3. DDPG 
combines the advantages of policy-based and value-based approaches, utilizing an Actor-Critic framework. In this 
framework, the Actor is responsible for generating the policy by directly mapping states to actions, while the Critic 
evaluates the value of those actions under the given policy. 
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Figure 3. DDPG Structure Diagram. 

Q is the evaluated reward value after selecting control input a  in the gliding state S: 

 , QQ S a ∣  (11)

The DDPG algorithm employs a deterministic policy  . Under this deterministic policy, the algorithm outputs 

the optimal action for a given state: 

 t ta S   ∣
 

(12)

where ta  is the deterministic angular acceleration value obtained directly under each state through the deterministic policy 

function  , and   represents the parameters of the Actor Network used to generate deterministic angular acceleration. 

The Actor Network  tS  ∣  in DDPG outputs a deterministic angular acceleration, meaning that the same 

gliding state S  will produce the same angular acceleration a , which can result in limited exploration samples. To 
increase the planning randomness and exploration of angular acceleration in the DDPG algorithm, random noise should 
be added to the selected angular acceleration, causing the angular acceleration value to fluctuate. The angular acceler-
ation a  after adding noise can be expressed by the following formula: 

   2~ clip , , ,min maxt ta N S a a  ∣  (13)

where N  represents Gaussian noise with a normal distribution;   represents the variance; mina  is the minimum 

value of the angular acceleration; maxa  is the maximum value of the angular acceleration. 

The Actor and Critic have an estimation network and a target network, respectively. The parameters of the estima-
tion network are trained, while the parameters of the target network are updated using a soft update method. Since the 
output of the target network is more stable, DDPG uses the target network to calculate the target value. The formula for 
the soft update of the target network is as follows: 
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where   represents the soft update rate; Q  and   are the parameters of the Actor and Critic estimation networks; 
Q


 and 


 are the parameters of the Actor and Critic target networks. 
The actions determined by the target network of the Actor, coupled with the observed values of the environmental 

state, are utilized as inputs to the target network of the Critic. This process dictates the direction in which the Critic's target 
network parameters are updated. The formula for the parameter update within the Critic Network is as follows: 
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where iq  is the actual evaluation value, computed using the target network, ir  refers to the real reward received   

and represents the reward decay rate. The loss function, denoted as L , is defined as the sum of squared deviations 
between the actual iq  and the estimated values.  

The update of the Actor Network parameters adheres to a deterministic policy: 
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where Q , sourced from the critic, guides the direction for updating the parameters of the actor’s network. where 


 , sourced from the actor, guides the Actor Network to be more likely to choose the above actions. 

4.3. Multi-Agent Deep Deterministic Policy Gradient 

The coordinated strike strategy of gliding aircraft clusters involves forming a group of multiple aircraft to jointly 
attack various targets, enhancing the effectiveness of strikes and breach capabilities and increasing the likelihood of 
mission completion. Each aircraft in the glider cluster possesses autonomous decision-making and execution capabili-
ties, representing a multi-agent problem where each agent has unique observations and actions. 

Using traditional deep reinforcement learning methods to solve the gliding aircraft cluster task presents two chal-
lenges. The first challenge arises from the continuous update of planning strategies for each aircraft during the training 
process. Assuming a cluster involving N aircraft, the environment becomes unstable from the perspective of an individual 

aircraft. The next state is     1 1, , , , ( 1, , )N NS P S i N   o o  , where oi represents the observation of the i-th 

aircraft, and  i i o  is the angular acceleration chosen based on this observation. Therefore, the next state is influenced 

by the strategies of all N aircraft, making it infeasible to attribute environmental changes to a single planning strategy. 
The second challenge is due to the differences in planning strategies among the aircraft during the collaboration 

process, which typically introduces high variance when using policy gradient methods. In contrast, the MADDPG al-
gorithm is specifically designed to address the issues involved in the coordination of multiple gliding aircraft [25]. It is 
based on the Actor-Critic framework of DDPG and incorporates the following improvements:  

1. During the training phase, each gliding aircraft can utilize the positions and observations of other aircraft. 
2. During the testing phase, each gliding aircraft plans its trajectory based solely on its observations. 

MADDPG uses a centralized approach during the training phase and allows for distributed execution during the 
testing phase. Each gliding aircraft acts as an Actor and is trained with the help of a Critic. To accelerate the training 
process, the Critic of each aircraft utilizes other aircraft's observations and planning strategies. Each aircraft can learn 
the trajectory planning models of other gliding aircraft and effectively use these models to optimize its trajectory plan-
ning strategy. After the training is completed, the Actor plans trajectories based on the observations of a single aircraft, 
making this a distributed trajectory planning method that can be tested in a decentralized task space. 

As shown in Figure 4, the centralized Critic not only uses the observations of the current aircraft for training but 
also leverages the observation information and trajectory planning models of other aircraft. During the testing phase, 
the trained actor is used to distribute planning decisions. In the experience replay buffer of MADDPG, both a  and r  
are vectors composed of the angular acceleration values and rewards of multiple gliding aircraft. 
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Figure 4. MADDPG framework. 

For the gliding aircraft cluster task, MADDPG has N Actors and 2N Critics.  1, , N μ   represents the tra-

jectory planning strategies of N gliding aircraft, with parameters denoted as  1, , N  θ . The angular acceleration 

of the i-th gliding aircraft under a certain observation is given by  i i ia o ∣ . The policy gradient for the i-th gliding 

aircraft is given by the following formula: 

       i i, ~ 1, , , |
i i ii s a B i i i i N a oJ a o Q x a a

    
 
    ∣E  (18)

where x  represents the complete environmental information, that is, the observation set of the gliding aircraft cluster, 

denoted as  1, , Nx o o  . In the training and testing process of the trajectory planning model, each gliding aircraft 

needs to obtain the observation information of other aircraft to achieve coordination and collision avoidance, io  repre-

sents the observation information of the i-th gliding aircraft. iQ  is the centralized evaluation function for the i-th 

aircraft. Its input consists of the angular acceleration ia
 
chosen by each aircraft and the environmental information x . 

Each iQ  is learned independently, allowing the reward for each aircraft to be designed independently. Each element 

in the experience replay buffer B  is a four-tuple  1, , ,t t t tx a r x  , recording the flight experiences of all gliding aircraft. 

Its structure is shown in Figure 5, where 1{ , , }t Na a a   and 1{ , , }t Nr r r  . 

The state space represents the environmental information that each glider can perceive during decision-making, 
typically including: 

(1) The current position and velocity vector of the glider.  
(2) The target location for the glider’s current mission, which guides the glider toward a predetermined destination.The 

relative position and velocity of nearby gliders to enable collision avoidance and coordinated planning. 
Therefore, the state space can be expressed as ( , , , , , , )

t t t t i it t
i i i i x z f fo x y z v v x y . 

The action space represents the actions each glider can choose at each decision step, which in this paper is set as 
the angular acceleration of the yaw angle. 
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Figure 5. Experience replay buffer. 

The centralized action-value function is updated through backpropagation: 
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where  , ,
i N        represents the action function of the target network, corresponding to the planning strategy pa-

rameters '
i  of the i-th aircraft in the target network. iQ  is the evaluation function for the i-th aircraft in the target network. 

The pseudocode of MADDPG is shown in Algorithm 1. 

Algorithm 1 MADDPG algorithm pseudocode 

1: Initial estimated Critic Network parameters Q , and estimated Actor Network parameter    

2: Initial target network parameters Q Q 


   

3: Set initial values of hyper-parameters according to the task requirements: experience playback buffer pool B , mini batch size 

n , Actor Network learning rate al , Critic Network learning rate cl , maximum episode E , soft update rate   

4: Initialize environment state x   
5: for t = 1 to T do  

6:    for each gliding aircraft select angular acceleration    2~ clip , , ,min maxt ta N S a a  ∣  do  

7:        Execute action  1, ,t Na a a    

8:        Observe reward tr  in current state and new state 1tx   

9:        Store transition tuple  1, , ,t t t tx a r x   of this step in B   

      end for 

10:    Sample mini-batch of n transactions  1, , ,j j j jx a r S   from B  

11:    Compute Q-targets    1, , , |
j j j

i
i i i N a o

q r Q


  
  


  x a a   

12:   Update estimated network parameters of the critic by minimizing loss:  

  21
,

n
Q

i i i
i

L y Q S a
n

  ∣  

13:   Update the actor policy using sampled policy gradient: 



Advanced Materials & Sustainable Manufacturing 2024, 1, 10008 10 of 14 

 

     ,

1
, | |S

i i

n
Q

a iS S a S
i

J Q S a S
n

 


 
       ∣ ∣  

14:   Update parameters of target network of the critic and the actor: 

(1 )

(1 )

Q Q Q

  

   

   

 

 

   


  
 

end for 

4.4. Experimental Setup and Algorithm Parameters 

To verify the correctness of the algorithm proposed in this study, PyCharm was used as the development and 
simulation environment in Python language version 3.9. Table 1 shows the parameters of the MADDPG algorithm, and 
Table 2 shows the configuration of the experimental machine. 

Table 1. MADDPG algorithm parameters. 

Parameter Name Value 
Number of training episodes 3000 

  0.99 
  0.01 

cl  0.0005 

al  0.001 

Experience replay buffer B  size 5 × 105 
Batch size 256 

Table 2. Experimental machine configuration. 

Parameter Name Value 
GPU RTX 3060 
CPU 12th Gen Intel(R) Core(TM) i7-12700F  

Memory 16.0 GB 
Solid State Drive 1 TB 
Operating System Windows 11 

Programming Environment Python 3.9, Tensorflow 2.0 

5. Simulation 

The task space size is 105 km × 75 km × 30 km. The initial altitude of the gliding aircraft cluster is set to 15 km. 
The horizontal and vertical speeds of the aircraft can be set based on the aircraft model and mission requirements. In 
this study, the horizontal speed is set to 2 Mach, while the vertical speed is a constant value, fixing the flight time. The 
aircraft are required to arrive near their mission targets at the designated time. A random wind field with a maximum 
speed of 30 m/s was added during testing. The trajectory planning model can use each aircraft’s positional information 
to plan trajectories in real-time, and this ability to adjust trajectories in real-time effectively reduces positional devia-
tions caused by wind disturbances. 

At the beginning of each round, the gliding aircraft cluster will randomly initialize its position in the task area. 
After 100 rounds of testing, where the gliding aircraft operated in a distributed cooperative manner, the average error 
between the gliding aircraft cluster and the target point was 2.1 km, with a minimum error of 0.06 km and a maximum 
error of 6.3 km. This study assumes that an error of more than 5 km is considered a miss, and the hit rate reaches 96.6%. 
Figure 6, Figure 7, and Figure 8 display different trajectory planning cases. 
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Figure 6. Simulation result I. (a) 3D trajectory; (b) 2D trajectory; (c) wind speed. 

  
(a) (b) 
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(c) 

Figure 7. Simulation result II. (a) 3D trajectory; (b) 2D trajectory; (c) wind speed. 

 
 

(a) (b) 

 
(c) 

Figure 8. Simulation result III. (a) 3D trajectory; (b) 2D trajectory; (c) wind speed. 

The above simulation results demonstrate that the multi-objective trajectory planning method for gliding aircraft 
clusters proposed in this paper successfully plans feasible trajectories for each of the 12 aircraft in the trajectory planning 
task, enabling them to reach their respective target points at the designated times concurrently. 
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6. Conclusions 

Traditional trajectory planning methods often rely on complex computational models, which substantially increase 
computation time in large-scale scenarios and make adaptation to dynamic environmental changes challenging. This is 
especially challenging when dealing with gliding aircraft clusters, where obtaining effective planning results within a 
short time becomes difficult. This paper proposes a multi-objective trajectory planning method for gliding aircraft clus-
ters based on the MADDPG algorithm to address this issue. Each gliding aircraft executes trajectory planning strategies 
in a distributed manner based on a pre-trained model, eliminating the need to recalculate trajectories for different initial 
positions. Additionally, a reward function tailored to multi-objective tasks is designed for each aircraft in the cluster, 
considering trajectory accuracy, energy minimization, and collision avoidance within the cluster. Simulation results 
show that the proposed trajectory planning method can plan optimal trajectories for gliding aircraft at different positions 
in real-time. 

To reduce the training time of the trajectory planning model and ensure real-time decision efficiency, this paper 
simplifies the gliding aircraft model to a 3DOF model and pre-assigns a target to each aircraft. Future research could 
first consider using a higher degree of freedom model while maximizing decision efficiency. Additionally, it could 
incorporate real-time target allocation based on the positions of different aircraft within the flight mission to improve 
landing accuracy and mission success rate. 
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