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ABSTRACT: In the mechanical cutting process, the surface defects of the workpiece are an important indicator of cutting quality 
and also reflect the condition of both the machine tool and the cutting tool. Effective detection of defects on the surface of the 
workpiece plays an important role in adjusting the processing conditions promptly, reducing losses, improving the utilization rate 
of the workpiece, and maintaining the normal operation of the equipment. To address the challenge of detecting surface defects on 
workpieces, an inspection method based on an improved Single Shot Multibox Detector (SSD) model is proposed. The method 
simplifies the detection model and reduces the computation by proposing a DH-MobileNet network instead of a VGG16 network 
in the SSD structure. The inverse residual structure is also used for position prediction, and null convolution is used instead of a 
down-sampling operation to avoid information loss. A scanning electron microscope was used to obtain the surface image of the 
workpiece. A dataset of workpiece surface defects was constructed and expanded, then used to train and test the model for detecting 
three common types of high-frequency defects: peel-off, chip adhesion, and scratches. The effect was compared with YOLO, Faster 
R-CNN, and the original SSD model. The detection results show that the method can detect the defects on the surface of the 
workpiece more accurately and quickly, which provides a new idea for defect detection in real industrial scenarios. 

Keywords: Cutting machining; Workpiece surface defects; SSD; DH-MobileNet 
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1. Introduction 

During the machining process, due to the influence of cooling and lubrication, tool structure, machine condition, 
cutting parameters, and materials, a variety of different topographic features will be formed on the surface of the 
machined workpiece, including tool texture and surface defects on the workpiece (plastic buildup, flaking, and scratches, 
etc.) [1,2]. With the rapid development of modern industry, the requirements for workpiece quality in the machinery 
manufacturing industry are gradually increasing. The size and type of defects on the surface of a workpiece are directly 
linked to the cost, performance, and service life of the machinery and equipment. Therefore, on the one hand, rational 
cutting parameters and auxiliary technologies (minimal quantity lubrication, cryogenics, ultrasonic vibration, cold 
plasma, etc.) are used to reduce surface defects on the workpieces during machining [3–7]; On the other hand, effective 
detection of defects on the surface of the workpiece plays an important role in adjusting the machining conditions 
promptly, reducing wear and tear, improving the utilization of the workpiece, and maintaining the normal operation of 
the equipment [8]. 

To minimize surface defects and enhance the quality of machined workpieces, it is essential to incorporate effective 
cooling and lubrication during the machining process [9–13]. Minimal quantity lubrication (MQL) has emerged as an 
environmentally friendly, resource-saving, and efficient green auxiliary processing technology [14–17]. Liu et al. 
combined cryogenics with MQL (biological lubricant) to grind titanium alloys, and the values of normal force, 
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tangential force, specific abrasive energy, coefficient of friction, temperature, and surface roughness of cryogenics-
MQL were reduced by 47.6%, 44.3%, 45.1%, 19.8%, 43.9%, and 46.3%, respectively, compared with dry grinding [2]. 
Li et al. conducted milling experiments on titanium alloys using MQL-assisted technology, which showed a significant 
reduction in tool wear, probably due to the formation of an oil film on the tool and workpiece by the atomized lubricant, 
which significantly reduced friction and chip adhesion [18]. In order to improve the machining accuracy of difficult-to-
machine materials, improve the surface quality of workpieces, and extend the service life of cutting tools, researchers 
have proposed the nano-lubricants minimal quantity lubrication technology (NMQL), which add nanoparticles that can 
play a role in cooling and lubrication to bio-oil to achieve micro-lubrication synergistic effects [19–21]. Kamal Kishore 
et al. conducted experiments on cutting Inconel 625 employing NMQL-assisted technology, which showed a significant 
reduction in surface defects on the workpiece [22]. 

Adopting certain methods to reduce workpiece surface defects during the cutting process has been well studied. 
However, detecting surface defects on the cut workpiece is equally important. In recent years, defect monitoring 
technologies based on deep learning and machine vision have been increasingly adopted in industrial production, 
significantly advancing the development of the intelligent manufacturing industry [23,24]. Deep learning algorithms 
have demonstrated state-of-the-art properties in classification and target detection tasks, and their use in surface defect 
detection is also widespread [25,26]. Deep learning, as a simple and fast method of data analysis, has made breakthroughs 
in areas such as image processing and target detection [27]. Xie et al. proposed deep learning based on a Convolutional 
Neural Network (CNN) structure for surface defect detection of magnetic tiles. In their investigation, AlexNet, Visual 
Geometry Group 16 (VGG16), and ResNet50 were utilized as feature extraction models.The method utilizes a 
traditional CNN architecture with multiple convolutional layers followed by a Softmax layer to make the final decision 
[28]. Tabernik et al. proposed a two-stage approach for surface anomaly segmentation based on deep learning models. 
The researchers developed a segmentation network that consists of 11 convolutional layers trained on pixel labels. 
Notably, their proposed model shows efficient learning even with a limited number of defective surfaces, as it achieves 
satisfactory results with only about 25–30 defective training samples [29]. Neuhauser et al. proposed a CNN-based 
model for classifying and detecting surface defects on extruded aluminum profiles. The model uses Faster R-CNN and 
ResNet50 as the feature extraction backbone to capture relevant defect features. The study demonstrated the successful 
application of the proposed method in accurately classifying and detecting surface defects on extruded aluminum 
profiles [30]. Le et al. proposed an end-to-end lightweight deep learning model for surface defect detection of 
industrially manufactured parts anchored by YOLOv5. They employed coordinated attention in the Cross Stage Partial 
(CSP) module to enhance feature extraction [31]. Niu et al. proposed a novel data enhancement strategy to enhance the 
focus on low-confidence regions in downstream CNNs. The CNN-based segmentation deep learning model was further 
improved by employing the newly proposed data enhancement method utilizing confidence maps. Experiments 
demonstrated the model’s high performance in accurately segmenting defects with weak features [32]. Yu et al. introduced 
a defect detection model for metal surface defects using a small sample learning approach. Their method utilized the matrix 
decomposition attention mechanism to solve the problem of limited defect samples in industrial production lines. This 
method could effectively detect and classify metal surface defects using a small amount of labeled data [33]. 

To detect workpiece surface defects more accurately and efficiently, Scanning Electron Microscope (SEM) images 
of the milled workpiece surfaces, captured under both dry and NMQL-assisted conditions, were used as training sample 
data. Under dry conditions, the workpiece surface exhibited more and larger morphological defects, whereas the number 
of surface defects was fewer under NMQL-assisted conditions. The sample data from these two working conditions 
gave variability in the number and size of defects on the surface of the workpiece, which helped the model to adapt to 
the identification of workpiece surfaces with different qualities. In this paper, we propose a workpiece surface defect 
detection method based on an improved Single Shot MultiBox Detector (SSD) network model, which proposes a DH-
MobileNet network based on the MobileNet network and replaces the VGG16 in the SSD model with this network. To 
address the problem of information loss caused by transmission between subsequent convolutional layers of the SSD 
model, the inverse residual structure is introduced, while to improve the accuracy of detection of small targets, the null 
convolution is used instead of the downsampling operation in the inverse residual structure. SEM was utilized to 
measure high-resolution images to obtain the characteristics of defects on the surface of the workpiece. By optimizing 
the dataset and training the network model to effectively detect surface defects on workpieces, this approach offers a 
new solution to the challenge of defect detection in industrial production. 
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2. SEM Sample Data 

Due to the small number of publicly available datasets on workpiece defects, a self-tested dataset was used for this 
experiment. The sample dataset was tested using SEM. Due to the large amount of sample data, the sample data used 
includes SEM images from previous tests (Figure 1). A camera can also be used to collect data in practical applications. 
The test workpieces were processed under dry and NMQL conditions, respectively. The sample material used in this 
study is primarily aluminum alloy 7050, with its composition and physical properties detailed in Tables 1 and 2. 

 

Figure 1. Sample data collection tools. 

Table 1. Chemical composition of workpiece. 

Element Al Cr Zr Zn Si Fe Mn Mg Ti Cu 
Component/% margin 0.04 0.1 5.7 0.12 0.1 0.10 2.1 0.12 2.2 

Table 2. Mechanical properties. 

Tensile Strength (MPa) Yield Strength (MPa) Hardness (HB) Elongaon (%) Density (g/m3) 
552 489 140 11 2.83 

3. SSD Target Detection Model 

3.1. Model Structure 

SSD is a target detection algorithm proposed by Wei Liu in ECCV 2016, which utilizes different convolutional 
layers for boundary and classification regression to achieve better detection and speed [34–36]. The SSD network 
structure is divided into two parts. The first part is the VGG16 network structure with high classification accuracy and 
its classification layer removed. The second part is a network structure constructed by using convolutional layers instead 
of two fully connected layers and adding four more convolutional layers to incorporate feature pyramid detection for 
multi-scale target detection [37,38]. The network model structure of SSD is shown in Figure 2. 

 

Figure 2. Structure of SSD network model. 
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The SSD consists of a backbone network and a multi-scale feature layer, with the backbone network (VGG-16) 
used for feature extraction. The model detects objects at multiple scales to capture objects of varying sizes. Where 
Conv4_3 has a higher resolution and is suitable for detecting small objects; FC6 is one of the fully connected layers of 
the VGG-16 network and is located in the deeper layers of the network; FC was changed to a convolutional layer to 
preserve the spatial resolution Conv8_2, Conv9_2, Conv10_2, and Conv11_2 are additional convolutional layers that 
were added in the backbone network (e.g., VGG-16) after it, which are used to construct multi-scale feature maps. 
These feature layers sequentially have smaller and smaller spatial resolutions. 

3.2. Scale Calculation 

In the modeling framework of SSD, each selected feature map has k frames with different size and width ratios, 
which are called default frames. k denotes the number of different frames at each position. The default frames on the 
feature maps of different solution layers are shown in Figure 3. 

 

Figure 3. Characteristic Graphs of Outputs of Different Convolutional Layers. 

Each default box predicts the number of targets as B and four positional parameters. In this experiment, B is set to 
3 because there are three typical defects in the surface of the workpiece, and the calculation of the default box for each 
feature map is shown in Equation (1). 

max min
min ( 1), 1, 2, ...,

1i

P P
P P i i n

n


   


 (1)

where n is the number of feature maps, Pmin and Pmax are parameters that can be set, which are taken as 0.2 and 0.9 
respectively in this experiment, meaning that the scale of the bottom layer is 0.2 and the scale of the top layer is 0.9, 
and Pi denotes the scale of the ith feature map. To control the fairness of the feature vectors in the training and testing 
experiments, the same five aspect ratios b = (1, 2, 3, 0.5, 0.33) were used to generate the default boxes, each of which 
can be described as: 

b
i iW P b  (2)

b i
i

P
H

b
  (3)

Equation (2) represents the width of the default box, and Equation (3) represents the height of the default box. 

When the aspect ratio is 1, it is necessary to add a default box scaled to '
1i i iP PP . Each default box is centered on 

0.5 0.5
( , )

x x

a a

g g

  , and xg  is the size of the ith feature map,  , 0,1,..., xa b g . 

3.3. Loss Function 

The SSD model is trained for regression on both target location and species, and the training process generates a 
loss volume, which is calculated using a loss function. The overall objective loss function of the SSD model is the 
weighted sum of the location loss function (loc) and the confidence loss function (conf), As shown in Equation (4) [39]: 
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1
( , , , ) ( ( , ) ( , , ))conf locL x c l g L x c aL x l g

N
   (4)

where the parameter a is used to balance the confidence loss and position loss; c is the classification confidence; l is the 
offset of the prediction frame, including the translation offset of the center coordinates and the scaling offset of the 
width; g is the calibration frame for the actual position of the target; and N is the number of default frames matching 
the calibration frames of the category. When N equals 0, it means that the loss is 0. 

The position loss function is the smoothL1Loss between the parameters of the prediction box l and the true labeled 
value box g. The regression to the bias of the default border d centered at (cx, cy) and its width (w) height (h) is defined 
as shown in Equation (5): 
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The confidence loss function is defined as shown in Equation (6). 
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c
, which is generated through Softmax, which is the activation function. 

Unlike the original MultiBox matching method, the matching strategy during SSD model training is to first match 
the default bounding box with the real bounding box. If the Intersection over Union (IoU) of the two is higher than the 
threshold (the default threshold is 0.5), then the default detection box matches with the real box; on the contrary, if the 
overlap rate is less than 0.5, then the two are not matched match [40]. 

4. Design and Optimization of Experimental Models 

The SSD model shows better performance in target detection, taking advantage of multiple convolutional layers 
for target detection applications. However, the SSD model requires more parameters in the detection process as well as 
the subsequent convolutional layers ignore the connection relationship between layers, thus increasing the 
computational volume, while the detection of small targets is poor and is prone to problems such as leakage and false 
detection. The MobileNet network uses fewer parameters, which reduces training time. However, this comes at the cost 
of lower detection accuracy. To improve the network accuracy while reducing the training parameters, firstly, the DH-
MobileNet network is proposed by combining Dilated Convolution and Hierarchical Feature Fusion and used to replace 
VGG16 in the SSD model; then, the inverse residual structure is utilized to improve the subsequent convolutional layers 
of the SSD model by using the inverse residual structure to improve the subsequent convolutional layers of the SSD 
model. The structure of the optimized SSD model is shown in Figure 4. 

DH-MobileNet

1×1 Convolutional Dilated/Atrous Convolution Hierarchical feature fusion

D
et

ec
tio

n 
la

ye
r

Non-Maximum 
Suppression

 

Figure 4. Optimized SSD Model. 

The optimized model could be improved by adding a dilation layer to the convolutional network to enhance the 
model’s receptive field. Dilated Convolution extended the range of the receptive field by inserting intervals between 
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the elements of the convolutional kernel without increasing the number of parameters or decreasing the resolution of 
the feature map. 

4.1. DH-MobileNet Network Feature Extraction Principle 

MobileNet was a lightweight convolutional neural network proposed by Howard et al. The basic unit is a deeply 
separable convolution, which requires fewer parameters for training and can save and enable the deployment of mobile 
devices [41]. The structure of the MobileNet model is shown in Figure 5. 

Conv_DW_PW

3×3Conv BN ReLU6

DW

1×1Conv BN ReLU6

PW

M

Dk
Dk

1M
1

1
N

(c)(b)

(a)

 

Figure 5. MobileNet structure (a) Network structure of MobileNet; (b) Depth-separable convolutional structure; (c) Point 
convolution kernel. 

Figure 5a shows the network structure of MobileNet, where Conv-Dw-Pw is a depth-separable convolutional 
structure, which consists of two parts: depth-wise (DW) and point-wise (PW) convolution. The DW is constructed using 
a 3 × 3 deep convolutional kernel, as shown in Figure 5b; The PW is composed using a 1 × 1 point convolution kernel, 
as shown in Figure 5c. BN stands for batch normalization, and ReLU6 for activation function. 

During the model training process, the receptive field is expanded through pooling operations to enhance detection 
accuracy. Still, the pooling operation will cause the problem of partially missing image information. Dilated 
Convolution can increase the receptive field of the input image without losing the image information; therefore, 
introducing the Dilated Convolution (DC) operation into the MobileNet network not only ensures the integrity of the 
image information but also increases the range of the receptive field of the convolutional layer, thus ensuring the 
detection accuracy [42]. A cavity convolution operation with a convolution kernel size of 3 × 3 and a dilation rate of 2 
is shown in Figure 6, where nine points in a 7 × 7 region are convolved with a 3 × 3 convolution kernel, the rest of the 
points contain a parameter set to 0, and the size of the sensory field after convolution is ( ) 2

22 1
dilation

dilationF
 

  
 

. 

 

Figure 6. Dilated Convolution operation. 

Hierarchical Feature Fusion (HFF) is to sum the outputs of each convolutional unit of a null convolutional layer in 
turn and apply the concatenation operation to each summed result to obtain the final output, which can expand the 
learning parameters without increasing the complexity of the network and strengthen the network continuity [40]. The 
HFF structure is shown in Figure 7. 
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Figure 7. Hierarchical Feature Fusion. 

The depth-separable convolutional structure of DH-MobileNet requires only 1/34 of the VGG16 network 
parameters to achieve the same classification accuracy in the classification task, and the same output as the standard 
convolution can be obtained through operations such as dimensionality reduction, which can reduce the amount of 
computation and improve the effect of training. The network structure of DH-MobileNet is shown in Figure 8. 

Dilated
(S=1, R=2)

HFF

... Dw
(3×3conv)

Conv-Dw-Pw

Pw
(1×1conv)

Conv-Dw-Pw Conv-Dw-Pw... Number of categories 
fully connected

 

Figure 8. Architecture of DH-MobileNet. 

In Figure 8, Dilated denotes the cavity convolution, R denotes the dilation rate, and Conv-Dw-Pw represents the 

depth-separable convolution structure. 

4.2. SSD Convolutional Network Layer Optimization 

Since the subsequent convolutional layers in the SSD model ignore the connectivity between layers, this leads to 
poor detection of small targets. Therefore, the introduction of the inverse residual structure reduces the loss of 
information caused by nonlinear transformations at low latitudes during the learning process. To prevent the loss of 
feature information during the down-sampling process, a depthwise separable convolution is used to replace traditional 
down-sampling in the inverse residual structure. Additionally, the ReLU activation function is replaced with the higher-
performance ReLU6. The ReLU6 activation function can be expressed as: min(max( , 0), 6)Y X . Where Y is the 

output of ReLU6 and X is the value of each pixel in the feature map. Batch normalization (BN) algorithm is used for 
normalization. The BN algorithm supports automatic data distribution adjustment and prevents gradient vanishing and 
complex variable adjustment by setting two learning parameters [43]. The inverse residual structure after adding the 
null convolution is shown in Figure 9. 

Conv1×1, ReLU6

Dilated Dwise
3×3

Conv1×1, Linear

 

Figure 9. Reverse residual structure before and after improvement. 
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5. Experimental Design 

The configuration of the computer used for the experiments is as follows: the operating system is Windows 10, the 
CPU model is Intel(R) Core(TM) i7-8750H, the frequency of the CPU is 2.20 GHz, the RAM is 8.0 GB, and the model 
of the graphic card (GPU) is GeForce GTX 1060, and TensorFlow is set up based on the above hardware environment 
on the above hardware. 

The process of training the model starts with training the training set and eliminates the discarded below-threshold 
detection frames using a non-great-value suppression algorithm [43]. After iterating and adjusting the parameter settings 
to optimize the model’s performance, it is subsequently tested for accuracy using the test set from the experimental 
dataset. The model’s performance is examined by analyzing the detection accuracy, detection speed, and number of 
parameters of the model in the test set. 

6. Results and Discussion 

6.1. Structure of Data Samples 

Three common defects (chip adhesion, flaking, and pear gouge) were selected for this experiment. In this paper, 
while satisfying the number of samples and fully considering the specification factor of the samples, images containing 
three kinds of defects: chip adhesion, flaking, and pear gouge are collected by SEM, such as typical defects on the 
surface of the workpiece as shown in Figure 10. 

(b) (c)(a)

50 µm50 µm50 µm  

Figure 10. Surface defects in cutting processing (a) Peel off; (b) Chip adhesion; (c) Scratch. 

The collected defective images are subjected to data expansion, and a data set is established. In data expansion, the 
main operations performed are rotation, horizontal migration, vertical migration, and scaling in four ways, and the 
specific implementation method of data expansion is shown in Table 3. 

Table 3. Data expansion implementation methods. 

Data Extension Methods Change 
Rotation Rotate the defective image from 0° to 10° 

Horizontal migration Horizontally offset the image by 10% of the image length. 
Vertical migration Offset the image vertically by 10% of the image length. 

Scaling Enlarge the defective image to a 10% scale. 

The number of training samples is increased after data augmentation, which strongly improves the training 
performance of the dataset. 80% of the data-augmented dataset is used as a training set and 20% as a test set. 

6.2. Model Accuracy Analysis 

6.2.1. Convergence Rate Analysis 

The proposed DH-MobileNet-SSD model was compared with three models, Faster R-CNN, SSD, and YOLO, in 
the same dataset for experiments. Each experimental model was iterated 36,000 times, as this number was deemed 
sufficient based on hardware limitations and practical application requirements. Beyond 36,000 iterations, further 
training showed minimal significance since the loss values had already stabilized. The loss function image during 
training is shown in Figure 11. 

As can be seen from Figure 11, during the training of the dataset of this experiment, the loss values of each model 
converged continuously with the increase of the number of iterations. After 25,000 iterations, each model stabilized. 
Among them, the DH-MobileNet-SSD could better accelerate the convergence speed of the network. 
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Figure 11. Loss function training image. 

6.2.2. Performance Evaluation 

Precision, Average Precision (AP) and Mean Average Precision (mAP) were the main commonly used parameters 
to measure the performance of a target detection model, where precision was the proportion of defect types that were 
truly judged to be accurate in the images judged to be accurate; Average Precision was the average of the precision, 
reflecting the average detection accuracy of each defect; mean Average Precision represents the average accuracy of 
the three categories of defects, reflecting the effectiveness of the model in detecting the entire dataset. The formulas for 
the three commonly used parameters are shown in Equations (7)–(9). 

( )
Precision

( )

Num TruePosition

Num TotalObjects
  (7)

AP
( )

Precision

Num TotalImages
 

 (8)

mAP
( )

AP

Num Classes
 

 (9)

The test set was detected using the trained network. The test set images contain three different types of defect 
samples, each with 60 different images. The results of the precision of the trained detection network for the three 
defective samples are shown in Table 4. 

Table 4. Precision table for detection of three types of defects. 

Defect Types 
Sample 

Size 
Number of 

Successful Tests 
Number of 
Omissions 

Number of Error 
Detections 

Precision % 

Chip adhesion 60 56 4 0 93.3 
Peel off 60 51 4 5 85 
Scratch 60 53 3 4 88.3 
Total 180 160 11 9 88.9 
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The inspection results showed that among the three types of defects, chip adhesion was detected with higher 
accuracy, but it also had a higher number of missed detections. Both types of defects, spalling and pear gouge, are still 
missed and wrongly detected. Overall, it can be concluded that the DH-MobileNet-SSD model has a higher detection 
accuracy of 88.9% for these three defects. 

The Average Precision (AP) values of the DH-MobileNet-SSD model with the three models Faster-RCNN, SSD, 
and YOLO at the same number of iteration steps are shown in Figure 12. 

Figure 12 shows that the AP value of the DH-MobileNet-SSD model is much higher than that of the Faster R-
CNN, SSD, and YOLO models, which further validates that the model used has better results in the detection of defects 
on the surface of workpieces. 
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Figure 12. Detection results of defect AP on the workpiece surface. 

With the same number of training steps and the same training set, the DH-MobileNet-SSD model used in this paper 
is compared with the Faster R-CNN, SSD, and YOLO models in terms of mAP and average detection time, and the 
results are shown in Figure 13. 
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Figure 13. Comparison of defect detection methods (a) mAP; (b) Average detection time. 
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From Figure 13, it can be seen that the average accuracy mean of DH-MobileNet-SSD is larger and more accurate 
than the average accuracy mean of the Faster R-CNN-based model, YOLO-based model, and SSD-based model. 
Analyzing the detection speed, the average detection time of this paper’s model is 0.122 s, which is lower than the other 
three detection algorithms, indicating that this paper’s method is more time-saving than the Faster R-CNN model, SSD 
model, and YOLO model. 

6.3. Data Set Sample Detection 

One type of defect was selected to evaluate detection performance across the dataset using four models. The 
detection results are presented in Figure 14. Specifically, Figure 14a displays the detection results of the Faster R-CNN 
model, Figure 14b shows the results of the YOLO model, Figure 14c presents the detection results of the original SSD 
model, and Figure 14d illustrates the detection results of the experimental model, DH-MobileNet-SSD. The detection 
plots reveal that the improved SSD model (DH-MobileNet-SSD) achieves higher detection accuracy, with the detection 
frames aligning more precisely with the defective regions compared to the other models. 

(a) (b)

(c) (d)

50 µm 50 µm

50 µm50 µm

 

Figure 14. Detection Result Diagram (a) SSD; (b) YOLO; (c) Faster R-CNN;(d) DH-MobileNet-SSD. 

The three defects were detected separately using the DH-MobileNet-SSD model, and the detection results are 
shown in Figure 15, with Peel off in Figure 15a, Chip adhesion in Figure 15b, and Scratch in Figure 15c. It could be 
seen from the detection plots that three defects can be detected with a high rate of correctness. Therefore, the DH-
MobileNet-SSD model proposed in this study demonstrates superior detection performance and exhibits good stability 
when applied to this dataset. 
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(a) (b) (c)

50 µm50 µm
50 µm  

Figure 15. Three Defect Detection Results (a) Peel off (b); Chip adhesion; (c) Scratch. 

7. Conclusions 

To improve the detection of defects on the surface of the cut workpiece, Scanning Electron Microscope (SEM) 
images of the mechanical workpiece surface were first acquired. Then DH-MobileNet-SSD was proposed as a method 
to detect the defects on the surface of the workpiece based on the SSD network model for three kinds of high-frequency 
defects (peel off, chip adhesion, and scratch). The method utilized the deep convolutional features, effectively avoiding 
the problem of traditional target detection models relying on manual features. The conclusion is as follows: 

(1) The DH-MobileNet-SSD inspection model proposed in this paper can effectively detect surface defects (peel off, 
chip adhesion, and scratch) on workpieces. 

(2) DH-MobileNet-SSD achieves 88.9% precision in workpiece defect detection, which is higher than Faster R-CNN, 
YOLO, and the original SSD method under the same conditions. However, the training network is not yet fully 
optimized; its accuracy requires further improvement, and its overall performance still needs enhancement. This 
remains an area for future research and development. 

(3) The mAP of the DH-MobileNet-SSD model (85.31%) is higher and more accurate compared to the mAP of the 
Faster R-CNN-based model, the YOLO-based model, and the SSD-based model. Analyzed in terms of detection 
speed, the average detection time of DH-MobileNet-SSD is 0.122 s, which is lower than the other three detection algorithms. 
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